The integration of ‘omic’ disciplines and systems biology in cattle breeding
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Enormous progress has been made in the selection of animals, including cattle, for specific traits using traditional quantitative genetics approaches. Nevertheless, considerable variation in phenotypes remains unexplained, and therefore represents potential additional gain for animal production. In addition, the paradigm shift in new disciplines now being applied to animal breeding represents a powerful opportunity to prise open the ‘black box’ underlying the response to selection and fully understand the genetic architecture controlling the traits of interest. A move away from traditional approaches of animal breeding toward systems approaches using integrative analysis of data from the ‘omic’ disciplines represents a multitude of exciting opportunities for animal breeding going forward as well as providing alternatives for overcoming some of the limitations of traditional approaches such as the expressed phenotype being an imperfect predictor of the individual’s true genetic merit, or the phenotype being only expressed in one gender or late in the lifetime of an animal.

This review aims to discuss these opportunities from the perspective of their potential application and contribution to cattle breeding. Harnessing the potential of this paradigm shift also poses some new challenges for animal scientists – and they will also be discussed.
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Implications

Traditional methods of animal breeding, based on sophisticated statistical methodology, have resulted in considerable genetic gains in traits that were selected on. However, tools of systems biology such as genomics, transcriptomics, proteomics, metabolomics and bioinformatics can further increase the genetic gain achievable over and above traditional methods. This review provides an overview of the current state-of-the-art as well as providing ideas on how new ‘omic’ disciplines, including systems biology, may be used in cattle breeding. Challenges and future research are also discussed.

Introduction

The observed performance, or phenotype of an individual, is the outcome of the interacting development between the genotype of individual and its specific environment throughout life since fertilisation (Bowman, 1974). For many decades quantitative geneticists, through the development and refinement of increasingly sophisticated statistical methodology, have tried to disentangle from the phenotype, the additive genetic, non-additive genetic and various environmental components and their interactions. The end goal was to accurately predict the additive genetic merit of an animal.

More recently, the paradigm shift in technology has facilitated a move toward a systems biology approach and its component disciplines (Figure 1), to prise open the ‘black box’ approach adopted by quantitative geneticists where it is assumed that each quantitative trait is a function of an infinite number of genes each with an infinitesimally small effect (i.e. Fisher’s infinitesimal genetic model; Bulmer, 1980). This paradigm shift involves the study of actual genomic regions and their effects or associations with performance, in contrast to current methods that rely on the statistical analysis of large quantities of phenotypic data. Systems biology is an inter-disciplinary study of genomics, transcriptomics, proteomics, metabolomics and bioinformatics (van Ommen and Stierum, 2002). However, often omitted from this description is arguably the most important discipline, the definition of the phenotype (i.e. phenomics). A clear definition of the phenotype under investigation, and how it mimics the actual phenotype of interest is vital to the success of the whole process.
The objective of this review is to summarise the current state-of-the-art in quantitative genetics and in selected molecular science disciplines including systems biology, and explore how they can be used to accelerate genetic gain. The review concludes with challenges to animal breeding as well as identifying topics for future research.

Animal breeding using quantitative genetics

Quantitative genetics is the study of mainly, although not always, traits expressed on a continuous scale. Animal breeders were traditionally interested in estimating the additive genetic merit of an animal, commonly referred to as the animal’s true breeding value. However, the true breeding value is never known using traditional quantitative methods and therefore one of the main objectives of quantitative geneticists is to predict, as accurately as possible, the true breeding value of the animal; the predicted value is termed the estimated breeding value (EBV).

Heritability

A common statistic used in quantitative genetics is the heritability that is defined as the ratio of genetic variance to phenotypic variance after excluding the variance attributable to systematic environmental effects. Usually the narrow sense heritability ($h^2$) statistic is of most interest where the numerator is the additive genetic variance (i.e. variance of true breeding values). Heritability is useful in quantifying the expected response to selection as well as being a useful indicator of the potential efficiency of gene-mapping experiments that use pedigree information (Visscher et al., 2008).

Limitations of quantitative genetics

Genetic gain achieved using traditional quantitative genetic methodology has been immense in recent decades. However, traditional methods are not without their limitations. Examples of the weaknesses of quantitative genetics and the infinitesimal model are (i) the phenotype measured contains error (i.e. low heritability trait), (ii) the phenotype may not be measurable in both genders (e.g. milk yield in dairy cattle), (iii) adult performance cannot be measured in juveniles although it can be predicted, and some traits like longevity require a long time horizon to measure, (iv) the animal may need to be sacrificed to obtain the phenotype, (v) antagonistic genetic correlations between traits of interest cannot be easily resolved and (vi) genotype by environment interactions may exist, which may complicate the statistical analysis. Furthermore, the estimation of accurate EBVs using quantitative methods requires large and expensive breeding schemes such as progeny testing.

The different levels of systems biology

Systems biology is an inter-disciplinary study of genomics, transcriptomics, proteomics, metabolomics and bioinformatics (van Ommen and Stierum, 2002). Systems biology is concerned with understanding the dynamic outcome of molecular interactions among biomolecules at the pathway, cellular network, cell, tissue and organismal levels. Instead of analysing individual components or aspects of the organism, such as the response of a single cell type to a specific disease, systems biologists focus on all the components and the interactions among them, all as part of one system. The new technologies used in the different disciplines that contribute to a systems biology approach are detailed in Figure 2 and are now described.

Genomics

Genomics is the study of the structure, function and intragenomic interactions within the genome. Genomics emerged with the sequencing of the first complete genome, bacteriophage φX174, by Fredrick Sanger in 1977, spanning approximately 5 kb encompassing just 10 genes (Sanger et al., 1977). Since then genomic sequencing has rapidly progressed and complete genomes are now known for many...
viruses, bacteria, fungi, plants and animals. A draft human genome was released in 2001 by the human genome project with the finalised version completed in 2003 spanning approximately 3 Gb (IHGSC 2004). The recent completion of the draft bovine genome, also encompassing approximately 3 Gb (Liu et al., 2009), has provided an invaluable resource for genomic studies related to cattle breeding. It enables the localisation and direct examination of any gene or groups of genes for mutations within the cattle genome, using the widespread and conventional techniques of PCR and capillary sequencing. Global sequence analysis of the bovine genome has huge potential to transform our understanding of the genetics underpinning complex traits.

The principle behind searching for mutations within the genome has, until recently, largely remained unchanged since its conception by Sanger in the 1970s, and has been the gold standard for DNA sequencing for the last 30 years (Hutchison, 2007). The recent development of the next generation sequencers (NGS) utilises a novel approach and is a paradigm shift in both sequencing methodology and in the quantity of sequence data generated. NGS has the ability to produce millions of DNA sequence reads in a single run and is rapidly changing the landscape of genetics (Mardis, 2008). A number of different platforms are available for NGS, and although they differ in their engineering configurations and sequencing chemistries, they share a technical paradigm in that sequencing of spatially separated, clonally amplified DNA templates or single DNA molecules is performed in a flow cell that sequencing of spatially separated, clonally amplified DNA and sequencing chemistries, they share a technical paradigm in 2008). A number of different platforms are available for NGS, and is rapidly changing the landscape of genetics (Mardis, 2008). Using this technology complete genome sequencing could in theory, be carried out in a single run, although multiple runs are currently required for sufficient coverage due to the small fragment sizes sequenced (Mardis, 2008). The use of NGS in animal genomics is still at a very early stage, and due to the costs and challenges of handling such large amounts of data, currently chain termination capillary-based sequencing remains the most widespread method of use for mutation discovery. This is likely to change however, as protocols for single-step polymorphism discovery using NGS become more widely available (Van Tassell et al., 2008).

Transcriptomics
The recent completion of the draft cattle genome has also provided a rich resource for the application of technologies that allow large-scale high throughput analysis of the gene expression changes underlying various bovine phenotypes and biological responses. Transcriptomics, the study of messenger RNA (mRNA) dynamics in a given sample, facilitates a global understanding of the molecular changes in gene activation (or suppression) levels that controls the synthesis of proteins within the cell, which ultimately affect function and the phenotype of the animal.

At the most basic level, the coordination of biological functions requires activation of gene expression, and probing the transcriptome can yield insights on the genes and pathways involved in the molecular regulation of animal performance. This in turn aids in the understanding of the genetic architecture of complex traits as well as identifying functional candidate genes. During the last decade, DNA microarrays have emerged as the tools of choice for interrogating the transcriptome. A wide range of large-scale gene expression studies in cattle have been published that describe the application of this technology to the understanding of reproduction (Evans et al., 2008), lactation (Maningat et al., 2009) and immunobiology (Meade et al., 2006).

It is generally regarded that there are several limitations to the use of microarray technology, including sensitivity and reproducibility, many of which have been circumvented by the advent of NGS. There are a number of published methods for NGS, including sequencing of selected mRNA regions (Tag-seq) and genomic DNA sequencing. However, the predominant use is the RNA-Seq method which involves the sequencing of the full-length mRNA transcript library in an experimental sample (Mortazavi et al., 2008). RNA-seq facilitates deep-sequencing of the transcriptome providing digital defined counts of transcribed sequences in an unbiased manner. The applications of this technology extend beyond that of traditional microarrays to include detection of alternative splicing, epigenetic effects, microRNAs and single nucleotide polymorphism (SNP) discovery (Morozova and Marra, 2008).

The lack of a requirement for previous sequence information with NGS technology has facilitated a deeper and more comprehensive understanding of the complexity of the mammalian transcriptome, including copy number variation, microRNAs and epigenetic effects (Hurd and Nelson, 2009). Recent studies have estimated that copy number variation (CNV) account for almost 18% of the total genetic variation in gene expression, thereby significantly contributing to the variation underpinning complex phenotypes (Stranger et al., 2007), and thus accuracy of selection in genetic evaluations. Furthermore, considering that almost all multi-exon genes are alternatively transcribed in humans, and likely to also be the case in cattle, it is imperative that animal scientists use technology that can account for the effects of alternative isoforms on the resulting animal phenotype. The application, however, of this new technology in cattle research is in its infancy.

Proteomics
The proteome refers to the entire complement of proteins expressed by a genome, cell, tissue or organism at any given time. Proteomics is the large-scale study of the structure and function of these proteins and how they interact with each other. The human and bovine genomes are now thought to contain 20,000 to 25,000 genes, however, the proteome is potentially more complex. Whereas genes are comprised of a relatively unvarying linear sequence of nucleotides, the proteins resulting from such genes are much more varied in structure, function and dynamic range (at least in our current understanding of gene regulation). This increased complexity is a result of alternative gene splicing (Matlin et al., 2005), post-translational modification (Walsh, 2006) and
protein/protein interactions (Royer, 1999). Many hundreds of post-translational modifications exist including proteolytic cleavage, acylation, glycosylation, methylation, phosphorylation, sulfation, and di-sulfide bond formation (Krishna and Wold, 1998). Indeed up to 2000 genes, or more than 5% of the genome, may be involved in these processes with tens or even many hundreds of enzymes associated with each class of post-translational modification (Walsh, 2006). The proteomic complement of any one cell may therefore be two or more orders of magnitude greater than the genome and may consist of up to a million functionally different proteins. To further add to the complexity, some genes may not be translated at all or to a lesser degree than that indicated by the abundance of transcript. Indeed, several recent investigations have revealed a rather poor correlation between mRNA and protein profiles (Tian et al., 2004; Waters et al., 2006), suggesting that different control mechanisms are present at the transcriptomic and proteomic level (Rogers et al., 2008) and that this complexity can only be unveiled through integrated analyses of both protein and mRNAs (Tian et al., 2004; Waters et al., 2006).

The measurement of the protein complement of a tissue or cell type is, like genomics, hampered by the wide dynamic range in the copy numbers of each individual protein. The concentration range of cellular and plasma proteins is estimated to span 6 to 10 orders of magnitude, respectively, whereas the best high throughput protein detection technologies incorporating mass spectrometry are limited to 2 to 4 orders of magnitude (Anderson and Hunter, 2006). Furthermore, the variety of methods required to extract, purify, isolate, analyse and identify the many different types of proteins from a complex mixture are significantly more varied and complex than those typically associated with DNA technologies. Like genomics, proteomics is finding a place in animal science (Lippolis and Reinhardt, 2008) and is spawning an ever increasing range of complex separation technologies and protocols as it moves towards a high throughput mode generating vast amounts of data (Graham et al., 2005; Falk et al., 2007; Yates et al., 2009).

**Metabolomics**

Metabolomics is the large-scale study of the metabolome or small-molecule metabolic profiles. The metabolome is the entire complement of metabolites in an organism, which are the end-product or by-product of gene and protein expression; ultimately it is a snapshot or fingerprint of the cellular processes operating in a cell at a particular point in time. Therefore, metabolic profiling can give an instantaneous description of the physiology of a cell. Metabolomics may also be used to describe the changes that occur in the metabolome due to various physiological or developmental conditions, or as the result of genetic differences. One of the difficulties with metabolomics is that no one analytical technology can encompass the variety of metabolites in existence. Greater than 50,000 metabolites have been identified and catalogued for plants to date, but only 6500 have so far been catalogued for humans (Wishart et al., 2007). Targeted analysis of metabolomics requires that the metabolite of interest be identified a priori and available in a pure form. Currently, a large number of metabolites cannot be positively identified in samples using existing analytical techniques, and for many metabolites that can be identified, purified standards are not available (Shulaev, 2006). The use of hyphenated mass spectrometry methods including HPLC-MS, GC-MS and CE-MS as well as NMR and microfluidic-based methods (Kraly et al., 2009), all of which lend themselves to high throughput analysis, will ensure that the number of identified metabolites will dramatically increase in the future.

**Bioinformatics**

Bioinformatics research can be loosely described as the application of computational techniques to address biological problems and may be considered as the over-arching discipline within systems biology research. Bioinformatics covers a wide range of disciplines from software development and database design, to the functional annotation of sequenced genomes and unravelling the complex interactions of its constituent parts (Chicurel, 2002). Perhaps the most beneficial aspect of including bioinformatics in a research program and animal breeding, is the ability to handle enormous amounts of information in a high-throughput manner for the purposes of hypothesis testing or knowledge discovery. It is in this context that bioinformatics finds its niche in systems biology (Kitano, 2002).

Biologists are using increasingly larger-scale analyses to tackle biological problems in preference to the more traditional reductionist approaches, and animal breeding is no exception. Genomic, transcriptomic, proteomic and metabolomic experiments all produce vast amounts of data that must be efficiently handled, analysed, and crucially, compared prior to the inclusion in a breeding programme. While whole areas of bioinformatics research are devoted to the efficient analysis and storage of data, the area which is most relevant to systems biology is the ability to compare and contrast data from disparate sources. This is the ‘glue’ which makes a whole systems biology approach possible and is the approach which is likely to lead to rapid gains in animal breeding in the future.

**Defining the parts list**

The first step in any bioinformatic analysis of a system is to obtain a ‘parts list’ of the genes, proteins, metabolic and signalling pathways involved as well as any gene regulatory networks present along with their biochemical interactions (Raes and Bork, 2008). From this list, a higher-level picture can be constructed of the system as a whole (Kitano, 2002).
At the simplest level, we generally have a list of genes, proteins and metabolites and we wish to know more about their functional properties. This information is available from various publicly available online databases or may have been generated from animal experiments to unravel the genetic architecture of a performance trait. One of the main repositories of genetic sequence information is the USA National Centre for Biotechnology Information (NCBI) (http://www.ncbi.nlm.nih.gov/; Baxevanis, 2008). The NCBI contains many databases including genbank, which holds all publicly available nucleotide and amino acid sequences. While this repository is significant in itself, it is the tools that are available to analyse the data, which make the NCBI one of the major resources for computational biologists around the world. The most widely used bioinformatics tool provided by the NCBI is BLAST (Basic local alignment search tool; Altschul et al., 1990). This tool searches for regions of similarity between pairs of sequences. High-sequence similarities suggest possible functional if not evolutionary relationships between the sequences compared. This information is extremely useful when investigating possible functional roles for unknown sequences or as a first step in the identification of homologs in other species.

If sequence similarity is found between multiple overlapping pairs of sequences, this also allows the definition of a higher level of organisation: gene families. Gene families are sets of genes with known homology (shared ancestry), which are usually biochemically similar. The NCBI has a database of pre-computed gene families to which novel sequence can be compared. These families are called clusters of orthologous groups (COGs) and are defined by the comparison of protein sequences from completely annotated genomes, representing major phylogenetic lineages. Each COG consists of proteins from at least three distinct lineages and represents an ancient conserved domain (Tatusov et al., 1997; Tatusov et al., 2003). This idea has been further refined by researchers from the European molecular biology laboratory with the eggNOG (evolutionary genealogy of genes: non-supervised orthologous groups) database (http://eggnog.embl.de; Jensen et al., 2008) which defines orthologous groups for multiple taxonomic levels in the eukaryotes including mammalian, vertebrate, and metazoan specific gene families.

Identifying connections in the system

With the knowledge of the gene families involved in a biological system, the next step is to build up a picture of the interactions between them. When a gene family codes for an enzyme that converts a substrate into a product, it can form part of a biochemical pathway where the product of one enzyme becomes the substrate for the next. These pathways can be as simple as two-enzyme interactions or as complicated as the multiple interactions found in metabolic pathways. The Kyoto encyclopedia of genes and genomes (KEGG) (http://www.genome.jp/kegg/; Kanehisa and Goto, 2000) is a collection of manually drawn pathway maps representing the molecular interaction and reaction networks for metabolic and cellular processes, genetic and environmental information processing, human disease and drug development. KEGG provides the user with a visualisation of the components of these biochemical pathways that are present in a system under study, allowing hypotheses to be constructed about the possible reactions occurring and the functional capacity of the system as a whole.

However, when investigating the genetic basis of a complex polygenic trait as is often the case with traits of economic importance in animal breeding we may only know a few of the proteins involved. In this case, it is necessary to build up a picture of all possible genes involved from a small set of genes identified from the literature or as a result of genome wide association studies. Cross referencing genomic, experimental and/or literature data from multiple sources will identify possible functional partners to the genes in our original set. As this process is very time-consuming however, there are databases that provide this cross-referenced information pre-computed. One such database is STRING (search tool for the retrieval of interacting genes/proteins; http://string.embl.de/; Jensen et al., 2009) which combines, scores and weights available information from multiple sources on protein–protein associations. This information is then further augmented with predicted interactions and the results of automatic literature-mining searches. The information on which STRING is built is classified into four categories, genomic information (i.e. synteny, conservation, etc.), high throughput experiments (i.e. protein-binding assays), conserved co-expression (from microarray experiments) and previous knowledge (from the literature). The result is pre-calculated functional associations for over 2.5 million proteins from 630 species.

With the knowledge of the biochemical pathways and proteins associated with a trait the next step would be to elucidate the interactions of the relevant proteins and any small molecules at a cellular level. Again, this information is available from different resources, but there are some attempts to collate them into a single resource. The database STITCH (search tool for interactions of chemicals) (http://stitch.embl.de/; Kuhn et al., 2008) is one such tool, combining information on the interaction of chemicals and proteins from multiple sources. Chemicals are linked to other chemicals and proteins by evidence derived from experiments, databases and the literature, providing an overview of the part of the ‘interactome’ involved in the expression of the trait of interest.

Applications of ‘omic’ technologies and systems biology

To date most applications of ‘omic’ technologies in animal breeding have been through genomics, as either marker assisted selection (MAS) or genomic selection. Systems biology, however, through the use of bioinformatic analysis of data originating from different ‘omic’ disciplines has the potential to future augment the genetic gain achievable.

Marker assisted selection

MAS is the use in a breeding programme of an established linkage between the inheritance a trait of interest and
segregation of specific, measurable, genetic markers which are coupled with the trait of interest. These loci may be the causal mutation termed quantitative trait nucleotides (QTN; Ron and Weller, 2007) or chromosomal regions that may contain one or more genes that influence a multi-factorial trait termed quantitative trait loci (QTL; Mackay, 2001) or the QTL critical region (QTLCR; Sellner et al., 2007).

Before MAS can be fully exploited in a commercial population, the QTN or QTL must be identified, validated and characterised. The main limitations to date in being able to accurately and rapidly identify QTN have been: (i) the use of inappropriate or inadequate mapping population designs (Sellner et al., 2007); (ii) the lack of genotyping platforms to rapidly fine-map QTL regions (Sellner et al., 2007); (iii) the inability to detect and implicate polymorphisms within QTL regions to the functional QTN (Sellner et al., 2007) and (iv) the cost of genotyping large numbers of animals to generate sufficient statistical power. Fortunately, most of these disadvantages are surmountable. The application of MAS is discussed in detail elsewhere (Dekkers, 2004).

Identifying and detection of QTLs. Several approaches exist for QTL detection although they are generally not mutually exclusive. One approach uses associations between genome-wide dense markers and the trait of interest (Georges et al., 1995). This approach is becoming increasingly feasible with the increasing number of SNPs represented on array chips. Statistical analyses of such data are detailed elsewhere (Weller, 2009). Traditionally, linkage analyses within families using daughter or grand-daughter designs were used to identify QTLs for generally routinely recorded traits, but now, predominantly because of a greater density of genetic markers (i.e. SNPs) available at a low cost, genome wide association studies utilising population-wide linkage disequilibrium are increasing in popularity to identify QTLs (Pryce et al., 2010). A second approach to identifying QTLs is a more targeted strategy based on candidate genes. There are two general mechanisms used to identify candidate genes. The first relies on pre-existing knowledge on the function of a gene in the biological process governing the expression of the trait of interest (i.e. functional candidate gene). The second is based on knowledge of the position of a gene from comparative mapping and experiments in other species, or from screening of the genomic regions in previously identified QTLCR. Nonetheless, the ability of candidate gene approaches to detect genetic variants that affect a trait have been largely unsuccessful (Ron and Weller, 2007).

The choice of approach used in detecting QTLs will often depend on the phenotype under investigation. Genome-wide association studies, which generally require more records, are often used for the detection of QTL for routinely recorded traits while the candidate gene approach is used for traits difficult or expensive to measure and is usually performed on research herds with intensive, accurate, phenotypes.

Detection of QTN using genome wide scans or candidate genetic approaches can benefit greatly from having a systems biology approach incorporating data on the transcriptome, the proteome and the metabolome for narrowing down potential candidate regions as well as validating possible discoveries through expression arrays. Nevertheless, this approach assumes that the discovered QTN that is associated with the phenotype under investigation also affects gene, protein and metabolite expression levels. Alternatively, the mode of action of a QTN may be through a mechanism other than altered transcript abundance, such as affecting enzyme activity, binding kinetics, receptor affinity, etc. In addition, it is not always clear which gene transcript to measure, when it should be measured and in what tissue and under what environmental conditions. Furthermore, gene expression may be episodic further complicating the experimental design and resources required. Nevertheless, once a candidate gene is found to have a significant association with a given phenotype then expression studies on the gene in the population can be undertaken to better understand the role that gene plays in the biological process affecting that trait.

Gene expression studies can also be used for the detection of potential QTL. Jansen and Nap (2001) used the term ‘genetical genomics’ to describe the marrying of genetic mapping methodology with gene expression data by combining a genome-wide study of gene expression with a genome wide scan of loci controlling variation in gene expression. This approach can be used to dissect gene expression differences among animals into genetic and non-genetic components using populations and methods similar to those used for QTL mapping, but instead of actual phenotypes, the dependent variable is expression levels of multiple transcripts. Regions of the genome that affect gene transcription are called expression QTLs (eQTLs; Schadt et al., 2003) and these can be used to elucidate the genetic basis of gene (co)regulation and transcriptional networks. Kadarmideen (2008) describes some statistical approaches for eQTL mapping. One current limitation of genetical–genomics approaches for QTL detection is the cost of undertaking genome wide expression profiles on a large number of animals to gain sufficient statistical power. However, this limitation will diminish as the cost of expression profiling reduces. In addition, some studies have reported strategies for selecting a subset of animals from QTL mapping populations (Jin et al., 2004; Xu et al., 2005).

Limitations of MAS. Although MAS has theoretically great potential such as the ability to increase the accuracy of selection for a given trait at a very young age, it also has, like traditional quantitative approaches, its shortcomings. Disadvantages of MAS include: (i) it is often difficult and resource-intensive to find the causative QTN or QTL in strong population wide linkage disequilibrium with the QTN although advances in genotyping platforms may help alleviate this issue, (ii) the QTL effects are often overestimated although statistical approaches that attempt to fit all genetic markers simultaneously in the statistical model will help reduce this, (iii) the QTL(s) rarely explain all of the genetic variance (‘the missing heritability’; Maher, 2008) and therefore polygenic effects still need to be accounted for in the
analysis, (iv) linkages phases between the QTL and functional QTN may break down or be reversed in some families or breeds over time, and (v) epistatic interactions may exist and may be contributing to the estimated QTL effect in the original study and may subsequently breakdown over time or in different populations.

Genomic selection
One of the main shortcomings of MAS is that currently, and for the foreseeable future, identified QTL or QTN are not likely to explain all the genetic variance in quantitative traits (Maher, 2008). An alternative to identifying and selecting on a limited number of QTL is to select on all QTL simultaneously. Genomic selection, as it is currently known, was first described by Meuwissen et al. (2001) and has been described as ‘the most promising application of molecular genetics in livestock populations since work began almost 20 years ago’ (Sellner et al., 2007). It is based on the simultaneous selection for many thousands of genetic markers that densely cover the entire genome and is essentially a larger-scale version of MAS made possible by the development of arrays with many thousands of SNPs for fast throughput genotyping. The success of genomic selection is based on exploitation of linkage disequilibrium between the SNPs and the QTN and the association and linkage phase is assumed to persist across the population. Therefore, dense marker coverage is vital to ensure that all QTN are in linkage disequilibrium with an SNP or haplotype. de Roos et al. (2008) suggests that arrays with ~300,000 SNPs would be required to find markers that are in linkage disequilibrium with QTN across breeds. The process of genomic selection and accuracy of genomic selection is reviewed elsewhere (VanRaden, 2008; Vanraden et al., 2009; Calus, 2010).

Further advancements through systems biology
There is a wealth of information available to build up a picture of the genetic mechanisms behind the expression of any phenotypic trait of interest (Figure 1) and the interactions between traits, but recently the most exciting development in bovine genetics has been the publication of the assembly of the Bos taurus genome (Liu et al., 2009; Zimin et al., 2009). This release, covering over 90% of the genome on all 30 chromosomes is made up of over 2.8 billion base pairs. As the vast majority of these positions correspond to non-coding regions, they represent a huge resource of sequence information on regulatory elements and possible SNPs for genomic selection. Furthermore, many resources that have been created to mine information from the other genomes (i.e. the human genome) can be relatively easily adapted to the bovine model, fuelling the speed in which regulatory, immunological and structural information will become available about the genetic makeup of Bos taurus. One such tool is InnateDB (Lynn et al., 2008), which contains genes, proteins, experimentally verified interactions and signalling pathways involved in the innate immune response of humans and mice to microbial infection. Crucially, this has also been expanded to include information from the entire human and mouse interactomes. While acting as a valuable resource for the identification of bovine orthologs of interest in humans and mouse and their possible interacting partners, the future release of a bovine-specific version of InnateDB will greatly enhance the results of a systems-level analysis of the bovine genome in an animal-breeding context.

Finally, with the advent of high throughput experiments and increasing computational power there is enough data to support another approach to building a bigger picture: simulation-based analyses. Simulation analyses test hypotheses using in silico experiments providing predictions that can be tested in vitro or in vivo. The aim is to create a computational model of the system under study with enough realism to perturb it and measure the effects (Ideker et al., 2001; Chang et al., 2005). While this should have great use in systems where there is much knowledge already, for systems with many unknowns (like the genetic regulation of phenotypic traits and the interaction between them) far more information than we currently have will be needed in order to exploit possibilities of this approach.

Systems biology offers much hope for the future of animal breeding. By understanding the intricate functional inter-relationships of DNA, RNA, proteins and metabolites occurring within an animal, we hope to build up a picture of how variation in economically important traits occurs. These insights will allow the identification of novel candidate genes and biochemical pathways for study, possibly leading to more targeted selection whereby whole gene families or pathways and not individual SNPs are used for selection. Such knowledge may also be used to elucidate the mechanisms behind genetic correlations among phenotypes and thereby aid in resolving genetic antagonisms within breeding programs, one of the main limitations of current methods.

Challenges and future research
Intellectual property rights and funding
Probably the greatest challenge to animal breeding will not be the science itself, but rather how the innovations are handled by the creator(s). Although there will probably be a greater tendency for commercial organisations to avoid trade secrets rather than embarking on the process and expense of patenting, trade secrets will not prevent duplication of research efforts from different research groups and will lead to slower uptake of innovation both by scientists and animal breeders.

Much discussion in some countries is still on-going as to the proprietor of animal genotypes. Is it the body that owns or owned the animal or the person who incurred the expense of genotyping the animal? The answer is unclear. However, Ogden and Weigel (2007) state that because a DNA sequence is not an original work of authorship, it cannot be copyrighted. Not only do arguments over intellectual property stall research on increasing genetic gain, but approaches like the use of contractual licensing of germplasm such as semen by commercial companies can reduce genetic gain at a national level and generate monopolies.
A further challenge again unrelated to the science itself, is the shift in funding, and by default scientists and graduates, from quantitative genetics to molecular genetics and related disciplines. This is not to say that resources should not be expended in systems biology and its component disciplines, but a more balanced approach must be adopted. Without excellent statistical knowledge on the generation of the most appropriate and accurate phenotypes, as well as the most efficient way to exploit additional information into genetic evaluations and breeding schemes, the commercial benefit of investment in ‘omic’ disciplines and systems biology to increase genetic gain will not be realised.

**Computational challenges**

While a systems biology approach can combine data from multiple experimental sources to reveal biologically significant trends not obvious from any one source alone, the amount of data involved and how to integrate these data for analysis can be daunting (Hawkins et al., 2010). As an example, a single lane from an RNA-seq experiment, which gives a snapshot of the expressed protein-coding genes in a cell, can produce over 15 million short sequence reads which have then to be mapped back to the genome sequence. Tools (Langmead et al., 2009b; Trapnell et al., 2009) are emerging that are capable of carrying out such mappings in a time frame of hours, but making sense of this data after mapping is the real challenge. Equally, other ‘omic’ approaches, e.g. providing a one-dimensional view of the genome function, are becoming increasingly high throughput and are producing equivalently large amounts of data. The real challenge to future systems biology research is not in producing the data, but in effectively carrying meaningful comparative analyses between all the sources of data available. Inroads have been made to address this problem, indeed pre-computed databases of comparisons like those highlighted earlier are approaches which will become increasingly common place and analyses that take advantage of ‘cloud computing’ (Langmead et al., 2009a) are likely to be extremely useful to researchers in the future. However, it remains clear that for the present, such large-scale comparisons are only possible in research institutions that have the resources to invest heavily in the computing infrastructure and personnel necessary. The advantages of such integrative approaches and the approaches to integrative analyses are detailed elsewhere (Hawkins et al., 2010).

**The emerging ‘omics’**

Epigenetics is an emerging frontier of science (Callinan and Feinberg, 2006), especially in livestock species and involves the study of changes in the regulation of gene activity and expression that are not dependent on gene sequence. Epigenetic modification is a dynamic response that can result from exposure to various environmental stimuli from nutritional levels and composition in utero to disease (Jirtle and Skinner, 2007). Evidence from studies in other species suggests that the epigenome may be as important as genetic variation to the pathogenesis of infection (Wilson, 2008). A wide range of traits have evidence linking them to epigenetic mechanisms and which have also been shown to be heritable, and thereby have implications for animal breeding programmes. It has become clear that epigenetics and epigenomics – the genomewide distribution of epigenetic changes – will be essential to an accurate understanding of the complete set of factors regulating the phenome.

Many types of epigenetic processes have been identified including methylation, acetylation, phosphorylation and ubiquitylation. These processes regulate gene imprinting – where the expression of a gene depends on its mode of inheritance (i.e. whether the allele is derived from the maternal or paternal line). The insulin-like growth factor 2 gene (IGF2) encodes an essential growth factor which is associated with both beef and milk production traits in cattle (Goodall and Schmutz, 2007; Fisikowski et al., 2007; Bagnicka et al., 2010). This gene is imprinted in a tissue specific manner (Gebert et al., 2006), indicating that epigenetic processes regulate the capture of these traits in any animal. Another well-studied example of an epigenetic process is chromatin modification. Chromatin is the complex of proteins (histones) and DNA that is tightly bundled to fit into the nucleus. The complex can be modified by acetylation, enzymes and some forms of RNA (microRNAs and small interfering RNAs), which alters the chromatin structure to influence gene expressions. In general, tightly folded chromatin tends to be shut down or not expressed, while more open chromatin is functional or expressed.

Relatively small differences in epigenetic patterns can have a large impact on the phenotype, and it is becoming increasingly clear that a single genotype does not result in a single phenotype (Fraga et al., 2005). Epigenetic factors may be a significant contributor to the ‘missing heritability’ issue in animal breeding and therefore understanding epigenomics is key to accurate manipulation of the animal’s phenotype. Epigenetics will also have important implications for the application of advances in reproductive technologies, where in vitro manipulations have been shown to alter gene expression profiles (Tv veden-Nyborga et al., 2008) as well as embryo survival (Perecin et al., 2009).

**The forgotten ‘omics’**

Genetic gain is known to be a function of selection intensity, accuracy of selection, genetic variation present among selection candidates, and generation interval (Rendel and Robertson, 1950). However, what is missing from this simple definition is how the phenotype under investigation reflects the true trait of interest over and above that reflected in the heritability. The field of study concerned with the characterisation of a phenotype can be called phenomics. Unfortunately, this field is receiving less and less attention despite being one of the major pieces in unravelling the genetic architecture of complex traits. Furthermore, there is a lack of standards on how to define certain traits across studies with the exception of those traits covered by the International Committee on Animal Recording (http://www.icar.org). If the phenotype is not sufficiently characterised then QTL and...
QTN will be identified for a trait, which may not be the true trait of interest. An example is obvious in the complex trait of feed efficiency (Berry, 2008). Do we really have a good definition of ‘feed efficiency’ or are we trying to identify QTLs associated with measurement error?

Many studies are preoccupied with single phenotypes or a selection of phenotypes. However, the phenotype reflects the entire phenotypic profile of a given animal across all traits. The availability of such data is limited primarily due to the necessary resources required to obtain such an extensive list of phenotypes. Therefore, research must be undertaken on developing phenomic tools for rapid phenotyping at a low cost. An example is the use of mid-infrared spectroscopy of milk in the estimation of milk fatty acid content (Soyeurt et al., 2006) which would normally require the resource intensive approach of gas chromatography. Considerable resources have been expended on comparative genomics, but there is also a justification for ‘comparative phenomics’ where phenotypic databases on different model organisms are available and comparable in a single database and the phenotypes of orthologous genes from different organisms can be directly compared. This was the motivation between the development of PhenomicDB (Kahraman et al., 2005).

Although standardisation of phenotype descriptions is a major hurdle to the success of such an endeavour, Kahraman et al. (2005) use the example that a gene associated with cancer in mammals which also exhibits a proliferation phenotype in lower organisms such as yeasts may warrant further investigation. Fraught with less complications would be the development of freely available phenotypic and genotypic databases within species, although the costs incurred in acquiring such phenotypes and the commercial sensitivities associated with them may hinder such an initiative, in the near future at least.

A second ‘omics’ often ignored is econ-omics. Few undertake cost-benefit analyses before embarking on studies in ‘omics’ and systems biology disciplines. This is despite relatively simplistic methodology being available to undertake such analysis, albeit assumptions need to be made (Weller, 1994). Weller (1994) suggested that the long-term profitability of a breeding program is a function of the expected costs and returns of the breeding program as well as an appropriate discount rate and profit time horizon. Weller (1994) went on to describe alternative approaches for evaluating alternative breeding programs. The different approaches to quantify the economic ramifications of exploiting a new technology in a breeding program include (i) fixing the discount rate and profit horizon and cumulating the annual profit until the end of the time horizon, (ii) estimating the cumulative cost and returns for one cycle of selection with a fixed discount rate but an infinite time horizon; (iii) fixing the time horizon and estimating the discount rate necessary based on the expected costs and returns to yield a net profit of zero, and (iv) fixing the discount rate and, given the costs and returns, estimate the number of years required to achieve a net profit of zero. Some studies, nonetheless, have attempted to quantify the economic benefit of new technologies, more recently the benefit of introducing genomic selection into a national breeding program. Schaeffer (2006) compared a selection strategy using genomic selection to a traditional progeny testing scheme similar to that operated in Canada; he reported a twofold increase in genetic gain using genomic selection with the cost of proving a bull reduced by 92%. In that example, Schaeffer (2006) assumed that genomic selection gave an accuracy of prediction of 0.75. Included in the costs was that of generating the reference or training population. Selection of elite cows based on their genotypes (using the costs of the large SNP assay) and genotyping the bull calves were also included in the cost of the breeding program.

The authors are, however, unaware of any study that has quantified the potential long-term benefit in better defining phenotypes and refining the statistical methodology used in current genetic evaluations compared to allocating resources to ‘omic’ disciplines and systems biology research.

**Future areas of research**

Explaining the ‘missing heritability’ (Maher, 2008) will be arguably one of the most challenging areas for animal breeding in the future. Three studies (Gudbjartsson et al., 2008; Lettre et al., 2008; Weedon et al., 2008) attempted to identify genomic variation associated with human height across a total of approximately 63,000 people. A total of 54 loci were identified following validation, but they explained just over 5% of the phenotypic variation despite the narrow sense heritability of human height being 80% (Visscher, 2008). Finding this ‘missing heritability’ will require stronger collaboration among the disciplines within systems biology as well as with quantitative geneticists. There are many possible reasons for the apparent inability of currently identified genetic markers to explain all the heritability. First, the estimate of the heritability itself may be inaccurate. This could happen if the experimental design used to estimate the heritability do not accurately account for systematic environmental effects. However, heritability estimates of individual height are relatively consistent across species and across morphological traits (Visscher et al., 2008), and even though they may not be as large as 80%, they are, for sure, not as low as 5%. Height is a very objective measure and less influenced by measurement error which could deflate the heritability.

Another possible contributing factor to the ‘missing heritability’ is that the expression of a phenotype may be due to a few rare alleles with large effects, or indeed many common or rare alleles with very small effect. Addressing the former may require deep sequencing of a large number of individuals for candidate genes, identified through systems biology. This may help in identifying rare mutations. Animals to sequence could be identified from extremes of a distribution of estimated genetic merit using quantitative genetics. Genetic risk estimated on a liability distribution could be used for dichotomous traits and this may be superior to defining controls in case-control experiments as simply those individuals that are not diseased, thereby overcoming the reduced study power from the defined controls being ‘near cases’
based on the liability threshold. Quantitative genetics is key to identifying individuals for sequencing. Identifying common alleles with very small effect can be achieved through using larger data sets in genome wide association studies. Considerable data sets are required however to detect loci with small effects. A sample size of 10,000 individuals is necessary to have 29% power to detect a locus that explains 0.2% of the variance of a trait, assuming a type I error rate of 0.0000005 (Purcell et al., 2003). Nevertheless, larger data sets are currently available in cattle and other species such as pigs and poultry. Because of the availability of phenotypic information on often large paternal half-sib families the accuracy of the phenotype based on genetic merit, at the level of the sire, can be considerably higher than that of an individual animal’s own phenotype thereby increasing the power of the study although usually limiting the extend of the available phenotypes. These animal models, coupled with comparative genomics and phenomics, as well as other bioinformatics tools, may also be extremely useful in unravelling the genetic architecture of phenotypic differences within human populations (e.g. for disease-related traits).

Genome wide association studies, using SNPchips, are unlikely to detect the causal mutation. However, by using bioinformatics, genes in the vicinity of the detected genetic markers, or overrepresented biological pathways may be detected which could aid in identifying putative candidate genes for further interrogation. Relaxing the stringency of the statistical tests may further help in identifying these pathways as well as utilising data from transcriptomic, proteomic and metabolomic experiments in a systems biology approach.

Copy number variants (CNVs) are stretches of DNA that are either deleted or repeated between individuals. They commonly arise de novo although if this is the case they are unlikely to contribute substantially to the ‘missing heritability’. CNVs however, cannot be detected with current SNPchip technology although they can be detected with comparative genomic hybridisation. Epistasis, the interaction between genes, is for the most part, directly ‘ignored’ by quantitative genetics since it (mainly) contributes to the non-additive genetic variance, which is not completely passed on between generations. As most genes do not operate independently, a systems biology approach is needed to decipher how the entire network of genes and regulatory sequences lead to the expression of a phenotype. Although non-additive genetic variance is not explicitly assumed to be included in the numerator of the narrow sense heritability, chromosomal segments rather than genes are inherited and epistatic interactions between linked genes may be inherited together with the additive effects thereby contributing to the ‘additive’ genetic variance and the heritability.

It is unlikely, however, despite advances in system biology, that even within the next decade, QTNs identified in farm animals will explain more genetic variation in the traits of a breeding goal than the combination of the remaining polygenic effects. Therefore, it is vitally important that research in the definition and modelling of ‘novel’ traits and methods of collection of the relevant phenotypic data is not ignored as described previously. For example, Berry (2008) concluded that no satisfactory study has been undertaken on the definition of feed efficiency in dairy cattle, yet it is a topic of increasing interest in ‘omic’ disciplines and systems biology. Furthermore, accurate phenotypes for different health traits are not readily available in most countries.

The historical approach to animal disease has been fundamentally reductionist in nature, where focus has been on a single host immune parameter resulting from a single disease. However, the immune system is not the result of a single mechanism but rather results from the interactions of numerous genes, proteins, mechanisms and the external environment, to produce immune responses to fight disease. As such, the complex dynamic behaviour of the immune system, with its abundance of intricate intra- and inter-cellular interactions, provides an excellent subject for systems biology (Smith and Bolouri, 2005). The challenge for disease biologists in the future will be to understand how multiple simultaneous and interacting stresses disrupts the function of a system. Understanding how disease perturbs the system will be key to ultimately manipulating this response to reduce the burden of disease. Collation and incorporation of data from the different ‘omic’ disciplines into an analysis of the entire system will be key to achieving this.

Finally, permanent environmental effects (i.e. factors that effect the performance of an animal over its lifetime) usually account for more variation in performance among animals than additive genetic effects (Berry et al., 2003). Currently little is known about the biological process(es) contributing to these permanent environmental effects, and little research has been done to attempt to exploit such effects in animal breeding. One potential mechanism contributing to the permanent environmental effect is epigenetics, which may be reflected in the transcriptome, proteome and/or metabolome. Although permanent environmental effects are not passed on to progeny, they can be useful nonetheless, when added with the additive genetic merit of the animal to estimate the productive potential of the animal and are therefore useful in making on-farm culling decisions.

Conclusions

Systems biology involves the bringing together of ‘omic’ technologies and bioinformatics to generate a more holistic understanding of the genetic architecture underlying the biological processes influencing the expression of phenotypes. While systems biology in farm animal species has a multitude of potential applications, its prospective benefits for animal breeding is overwhelming, especially for the identification and validation of QTL or QTN associated with economically important traits and how they interact. Traits that are lowly heritable, measurable in only one gender, are difficult, impossible or resource intensive to measure, can only be measured in adult or dead animals and are antagonistically correlated with other traits could benefit most of all from research in ‘omic’ disciplines and in particular systems biology. Opening the ‘black box’ underlying the response to selection
for traits of interest to animal breeders will facilitate a move toward elucidation of the hitherto unimaginable multidimensional and integrative complexity underlying biological responses. It will take a concerted management and research effort to ensure that its inherent potential is not lost.
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