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Abstract

This paper presents a novel approach for assessing the potential risk of serious crime events (e.g. terrorist attack). The modelling and assessment of such risk is carried out under uncertain circumstances because of both the randomness and fuzziness inherent in crime data. The approach is based on fuzzy random theory that complements probability theory, with an additional dimension of imprecision. This allows for potential loss caused by a crime to be expressed as a fuzzy random variable. Crime risk is therefore estimated as the mean chance of a fuzzy random event, where the resulting loss reaches a given confidence level. The concept of the average loss per unit of time is also introduced, in order to calculate the rate at which the loss may increase due to possible crime events. The work is compared with typical existing approaches and supported with examples throughout that illustrate its utility.
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1 Introduction

Serious crime may cause considerable loss of life and damage to property. For example, the terrorist attack on the World Trade Center on September 11, 2001 claimed around 3000 lives [28] and caused an estimated “$120 billion of damage” [22]. Rapid and accurate estimation of the risk of any such potential crime will help to provide a useful means for the establishment of appropriate risk management and loss mitigation strategies. It is therefore crucial to develop reliable methods for risk assessment of serious crime events.

Various approaches have been proposed for risk assessment of crime. In [23], crime risk involves three components (in terms of terrorism): threat to a target, target vulnerability, and the consequence should the target be successfully attacked (from the terrorist’s viewpoint). It is abstractly defined as the product of these three factors (all of which are regarded as random variables). Statistical methods are employed to estimate their probability distributions and expected values. An alternative approach is given in [4], which uses possibility theory to address the general issue of
uncertainty. In particular, concepts such as attack, success, and consequence are characterized as discrete fuzzy sets and crime risk is then defined as the convolution of them. The risk of serious crime may also be viewed as an “extreme value event” as in [17]. Thus, it can be measured by using extreme value statistics. In addition, loss analysis caused by serious crime may be carried out with methods drawn from fields such as game theory, social psychology, and network analysis [24]. Clearly, the models of crime risk vary from one approach to another, depending on a variety of issues, including: type of crime, scale of crime, and the uncertainty of crime. Of course, risk analysis and assessment is not limited to the area of crime detection and prevention. It is a general problem that needs to be addressed in many different domains [2, 3, 8].

Estimating the risk of a serious crime event requires consideration of a large amount of uncertainty due to both randomness and fuzziness that are inherent in the crime data. Although different approaches exist for risk modelling, a general methodology is lacking for risk assessment of serious crime under fuzzy random circumstances [21]. In this paper, the occurrence of a serious crime is considered as a random event, while the loss incurred by the crime is considered as a fuzzy set. The proposed approach adopts fuzzy random theory (FRT) [10, 11, 19] to cope with the challenge of assessing the risk of a potential serious crime and to support the consequent loss analysis. The utilisation and integration of fuzzy representation is justified by the observation that it is very difficult, if not impossible, to precisely evaluate the results of serious crime events (e.g. the consequences of a terrorist attack).

This paper is organized as follows. In Section 2, the definition of crime risk is introduced and important properties of this concept are presented in the framework of FRT. The proposed FRT-based risk estimation is compared to typical existing approaches. This section also discusses the potential of practical applications of such estimation and contrasts the proposed approach with representative existing research. In Section 3, the average loss per unit of time is derived to indicate the rate at which loss caused by a possible serious crime may increase. Throughout the paper, examples are given to illustrate the utility of this research. Finally, the paper is concluded in Section 4, where prospects for further research are addressed.

2 Crime Risk Modelling

This section presents a framework for modelling the risk of serious crime under uncertain environments. Important concepts in crime risk management such as loss, expected loss, and crime risk are introduced.
2.1 Basic Concepts

Probability space of crime

Let $\Omega = \{Success, Failure\}$ be a sample space of a potential serious crime, where $\omega = Success$ denotes that the crime occurring within a given time frame of concern and $\omega = Failure$ denotes no crime occurring within a given time frame of concern. For simplicity, let the probabilities

$$\Pr[\omega = Success] = p,$$

$$\Pr[\omega = Failure] = 1 - p,$$

where $p \in [0, 1]$. Thus, $(\Omega, \mathcal{A}, \Pr)$ forms a probability space for such crime, where $\mathcal{A}$ is a $\sigma$-field of $\Omega$.

Loss caused by crime

The loss caused by a crime is considered in two different ways – human cost (death and injuries), and damage to property or business (buildings, building contents, business interruption and so on). Whilst human cost cannot be measured in monetary terms in general, damage to property or businesses can be. For instance, such damage may be estimated by the equivalent cost of the resulting insurance claims for repair and reconstruction. Only the financial loss involving property/business is addressed here.

Providing an exact evaluation for such costs may be very challenging. However, the utilisation of fuzzy set theory can help to reduce the scale of such challenge and to tackle the underlying difficult problems. For example, on September 21, 2001, approximately 200-300 tons of ammonium nitrate exploded in a fertilizer plant in Toulouse, France, destroying the facility and damaging property several miles away and causing about $1.32$ billion in insured loss. The result of this event, “about $1.32$ billion” can be characterised as a fuzzy random variable [14]. The use of such fuzzy random variables manages to capture vaguely described information that cannot easily be represented by conventional probabilistic approaches.

Let $(\Theta, \mathcal{P}(\Theta), \text{Pos})$ be a possibility space [5], where $\Theta$ is a universe, $\mathcal{P}(\Theta)$ is the power set of $\Theta$ and $\text{Pos}$ is a possibility measure defined on $\mathcal{P}(\Theta)$. A fuzzy variable is a mapping from a possibility space $(\Theta, \mathcal{P}(\Theta), \text{Pos})$ to the set of real numbers, with the following membership function [18]:

$$\mu_\xi(x) = \text{Pos}\{\theta \in \Theta \mid \xi(\theta) = x\}.$$  

Definition 1 Let $\mathcal{F}$ be a collection of nonnegative discrete fuzzy variables. Loss caused by a serious crime is defined as a function $\xi : \Omega \rightarrow \mathcal{F}$ such that

$$\xi(\omega) = \begin{cases} 
\eta_s, & \text{with probability } \Pr[\omega = Success] \\
\eta_f, & \text{with probability } \Pr[\omega = Failure],
\end{cases}$$

where $\eta_s, \eta_f \in \mathcal{F}$.
Example 1  Consider a saloon car bomb attack occurred with the following probabilities:

\[
\Pr\{\omega = \text{Success}\} = p = 5/6,
\]

\[
\Pr\{\omega = \text{Failure}\} = 1 - p = 1/6.
\]

Suppose that the minimum evacuation distance is about 457m if the bomb detonates in maximum explosive capacity. The costs \( \eta_s \) (in success) and \( \eta_f \) (in failure) caused by the bomb attack are represented by fuzzy variables as described in Tables 1 and 2, respectively.

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>0</th>
<th>10</th>
<th>10^2</th>
<th>10^4</th>
<th>10^6</th>
<th>10^8</th>
<th>10^{10}</th>
<th>10^{12}</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_{\eta_s}(x_i) )</td>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td>1</td>
<td>0.8</td>
<td>0.6</td>
<td>0.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( y_j )</th>
<th>0</th>
<th>10^{-3}</th>
<th>10^{-1}</th>
<th>1</th>
<th>10</th>
<th>10^2</th>
<th>10^3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_{\eta_f}(y_j) )</td>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td>1</td>
<td>0.8</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Then the loss caused by the terrorist attack is

\[
\xi(\omega) = \begin{cases} 
\eta_s, & \text{with probability } 5/6 \\
\eta_f, & \text{with probability } 1/6,
\end{cases}
\]

which is a fuzzy random variable. This is depicted in Fig. 1.

![Geometric Interpretation of Loss](image)

Figure 1: Geometric Interpretation of Loss
Expected loss

**Definition 2 (14)** Let $\xi$ be the loss caused by a serious crime. Then the expected loss caused by the crime is defined as

$$E[\xi] = E[p\eta_s + (1 - p)\eta_f] = pE[\eta_s] + (1 - p)E[\eta_f],$$

where $E[\eta_s]$ and $E[\eta_f]$ are the expected value of the fuzzy variable $\eta_s$ and that of $\eta_f$, respectively.

**Remark 1** To illustrate the calculation of $E[\eta_s]$ and $E[\eta_f]$, for simplicity, let $\eta$ be a discrete fuzzy variable with membership function $\mu_\eta(a_i) = \mu_i$ for $i = 1, 2, \ldots, n$. Assume that $a_1 < a_2 < \cdots < a_n$. Definition 2 implies that:

$$E[\eta] = \sum_{i=1}^{n} \omega_i a_i,$$

where the weights $\omega_i, i = 1, 2, \ldots, n$ are given by:

$$\omega_1 = \frac{1}{2} \left( \mu_1 + \max_{1 \leq j \leq n} \mu_j - \max_{1 < j \leq n} \mu_j \right),$$

$$\omega_i = \frac{1}{2} \left( \max_{1 \leq j \leq i} \mu_j - \max_{1 \leq j < i} \mu_j + \max_{1 \leq j \leq n} \mu_j - \max_{i < j \leq n} \mu_j \right), \quad 2 \leq i \leq n - 1,$$

$$\omega_n = \frac{1}{2} \left( \max_{1 \leq j \leq n} \mu_j - \max_{1 \leq j < n} \mu_j + \mu_n \right).$$

It is obvious that $\sum_{i=1}^{n} \omega_i = 1$.

**Example 2** Let $\xi$ be a loss defined by (2). The procedural results of calculating $E[\xi]$ are summarised in Table 3, where $\pi_i$ and $\rho_i$ are instances of the $\omega_i$ given in Equation (3).

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>0</th>
<th>$10^2$</th>
<th>$10^4$</th>
<th>$10^6$</th>
<th>$10^8$</th>
<th>$10^{10}$</th>
<th>$10^{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_i$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$E[\eta_s]$</td>
<td>$\sum_{i=1}^{n} \pi_i x_i = 202020101010$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_i$</td>
<td>0</td>
<td>$10^{-2}$</td>
<td>$10^0$</td>
<td>$10^2$</td>
<td>$10^4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_i$</td>
<td>0.1</td>
<td>0.15</td>
<td>0.5</td>
<td>0.15</td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E[\eta_f]$</td>
<td>$\sum_{i=1}^{n} \rho_i y_i = 10155015$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E[\xi]$</td>
<td>$pE[\eta_s] + (1 - p)E[\eta_f] = 168350084344.25$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 2.2 Crime Risk

Risk is generally defined in the Oxford English Dictionary as “a chance or possibility of danger, loss, injury, or other adverse consequences”. Traditionally, in mathematical modelling, risk is defined as
the probability of a specified, unwanted event. Following this approach, but taking into account fuzzy random cases, the risk is defined herein as the mean chance of a crime occurring.

**Definition 3** ([15]) Let \( \xi \) be a fuzzy random variable. Then the mean chance, denoted by \( \text{Ch} \), of a fuzzy random event characterised by \( A \) is defined as

\[
\text{Ch}\{\xi \in A\} = \int_0^1 \text{Pr}\{\omega \in \Omega \mid \text{Cr}\{\xi(\omega) \in A\} \geq \alpha\} \, d\alpha,
\]

(4)

where \( \text{Cr} \) is a credibility measure (which is the average of the conventional possibility and necessity measures) [13].

**Definition 4** Let \( \xi \) be the potential loss caused by a possible serious crime. The risk caused by such a possible crime is defined by:

\[
\text{Risk}(x) = \text{Ch}\{\xi \geq x\}
\]

\[
= \int_0^1 \text{Pr}\{\omega \in \Omega \mid \text{Cr}\{\xi(\omega) \geq x\} \geq \alpha\} \, d\alpha,
\]

(5)

where \( x \in \mathbb{R}^+ \) is a given confidence level.

**Remark 2** If \( \xi \) degenerates to a random variable, then the crime risk \( \text{Risk}(x) \) degenerates to

\[
\text{Pr}\{\xi \geq x\},
\]

which is just the probability of the random event \( \{\xi \geq x\} \). If \( \xi \) degenerates to a fuzzy variable, then the crime risk \( \text{Risk}(x) \) degenerates to

\[
\text{Cr}\{\xi \geq x\},
\]

which is just the credibility of the fuzzy event \( \{\xi \geq x\} \). Thus, the definition of crime risk in this work is a generalised version of the conventional approach.

**Remark 3** Let \( P(\alpha) = \text{Pr}\{\omega \in \Omega \mid \text{Cr}\{\xi(\omega) \geq x\} \geq \alpha\} \). \( P(\alpha) \) is a non-increasing and left-continuous function with respect to the given parameter \( \alpha \) [15]. Thus, crime risk defined above can be interpreted as the area of the shadowed region in Fig. 2.

**Theorem 1** \( \text{Risk}(x) \) is a decreasing function of \( x \), \( \forall x \geq 0 \).

**Proof.** For any \( x_1 > x_2 \geq 0 \), it is clear that

\[
\text{Risk}(x_1) = \text{Ch}\{\xi \geq x_1\}
\]

\[
= \int_0^1 \text{Pr}\{\omega \in \Omega \mid \text{Cr}\{\xi(\omega) \geq x_1\} \geq \alpha\} \, d\alpha
\]

\[
\leq \int_0^1 \text{Pr}\{\omega \in \Omega \mid \text{Cr}\{\xi(\omega) \geq x_2\} \geq \alpha\} \, d\alpha
\]

\[
= \text{Ch}\{\xi \geq x_2\}
\]

\[
= \text{Risk}(x_2).
\]
Thus, $\text{Risk}(x)$ is a decreasing function of $x$.

Generally speaking, $\text{Risk}(x)$ is neither right-continuous nor left-continuous. However, the following theorem holds.

**Theorem 2** For any $x \in \mathbb{R}^+$ and $x_i \uparrow x$, 

\[
\lim_{i \to \infty} \text{Risk}(x_i) = \text{Risk}(x)
\]

if for any $\omega \in \Omega$, either of the following conditions is satisfied:

(a) $\text{Cr}\{\xi(\omega) \geq x\} \geq 0.5$; (b) $\lim_{i \to \infty} \text{Cr}\{\xi(\omega) \geq x_i\} > 0.5$.

**Proof.** By the credibility semi-continuity law [12], if either condition (a) or (b) holds, then

\[
\lim_{i \to \infty} \text{Cr}\{\xi(\omega) \geq x_i\} = \text{Cr}\{\xi(\omega) \geq x\}.
\]

Applying the above to (5) leads to

\[
\lim_{i \to \infty} \text{Risk}(x_i)
= \lim_{i \to \infty} \int_0^1 \text{Pr} \left\{ \omega \in \Omega \mid \text{Cr}\{\xi(\omega) \geq x_i\} \geq \alpha \right\} d\alpha
= \int_0^1 \lim_{i \to \infty} \text{Pr} \left\{ \omega \in \Omega \mid \text{Cr}\{\xi(\omega) \geq x_i\} \geq \alpha \right\} d\alpha
\quad \text{(by dominated convergence theorem)}
= \int_0^1 \text{Pr} \left\{ \omega \in \Omega \mid \lim_{i \to \infty} \text{Cr}\{\xi(\omega) \geq x_i\} \geq \alpha \right\} d\alpha
\quad \text{(by probability continuity theorem)}
= \int_0^1 \text{Pr} \left\{ \omega \in \Omega \mid \text{Cr}\{\xi(\omega) \geq x\} \geq \alpha \right\} d\alpha
\quad \text{(by credibility semi-continuity law)}
= \text{Risk}(x).
\]

The theorem is thus proven.
Interpretation of risk levels

To reflect what is typically employed in risk-modelling in the anti-terrorism domain, the following interpretations will be adopted for subsequent discussions in this paper:

1) $0.8 \leq \text{Risk}(x) \leq 1$ means that a fuzzy random event $\{\xi \geq x\}$ will almost certainly occur; in this case, the crime risk is very high.

2) $0.6 \leq \text{Risk}(x) < 0.8$ means that a fuzzy random event $\{\xi \geq x\}$ will occur with some certainty; in this case, the crime risk is high.

3) $0.4 \leq \text{Risk}(x) < 0.6$ means that occurrence of a fuzzy random event $\{\xi \geq x\}$ is less certain but still of moderate likelihood; in this case, the crime risk is medium.

4) $0.2 \leq \text{Risk}(x) < 0.4$ means that a fuzzy random event $\{\xi \geq x\}$ is somewhat unlikely to occur; in this case, the crime risk is low.

5) $0 \leq \text{Risk}(x) < 0.2$ means that a fuzzy random event $\{\xi \geq x\}$ is rather unlikely to occur; in this case, the crime risk is very low.

**Example 3** Consider Examples 1 and 2 further. To illustrate the computation of $\text{Risk}(x) = \text{Ch}\{\xi \geq x\}$, suppose $x = 10^2$. It is straightforward to obtain that

$$
\text{Cr}\{\xi(\omega) \geq 10^2\} = \begin{cases} 
\text{Cr}\{\eta_s \geq 10^2\}, & \text{if } \omega = \text{Success} \\
\text{Cr}\{\eta_f \geq 10^2\}, & \text{if } \omega = \text{Failure} \\
0.9, & \text{if } \omega = \text{Success} \\
0.25, & \text{if } \omega = \text{Failure}.
\end{cases}
$$

Hence,

$$
\text{Pr}\{\omega \in \Omega \mid \text{Cr}\{\xi(\omega) \geq 10^2\} \geq \alpha\} = \begin{cases} 
\text{Pr}\{\Omega\}, & \text{if } 0 \leq \alpha \leq 0.25 \\
\text{Pr}\{\text{Success}\}, & \text{if } 0.25 < \alpha \leq 0.9 \\
\text{Pr}\{\phi\}, & \text{if } 0.9 < \alpha \leq 1 \\
1, & \text{if } 0 \leq \alpha \leq 0.25 \\
5/6, & \text{if } 0.25 < \alpha \leq 0.9 \\
0, & \text{if } 0.9 < \alpha \leq 1.
\end{cases}
$$
Thus,
\[
\text{Risk}(10^2) = \text{Ch}\{\xi \geq 10^2\}
\]
\[
= \int_0^1 \Pr \{\omega \in \Omega \mid \text{Cr} \{\xi(\omega) \geq 10^2\} \geq \alpha\} \, d\alpha
\]
\[
= \int_0^{0.25} \Pr \{\omega \in \Omega \mid \text{Cr} \{\xi(\omega) \geq 10^2\} \geq \alpha\} \, d\alpha
+ \int_{0.25}^{0.9} \Pr \{\omega \in \Omega \mid \text{Cr} \{\xi(\omega) \geq 10^2\} \geq \alpha\} \, d\alpha
+ \int_{0.9}^1 \Pr \{\omega \in \Omega \mid \text{Cr} \{\xi(\omega) \geq 10^2\} \geq \alpha\} \, d\alpha
\]
\[
= \int_0^{0.25} 1 \, d\alpha + \int_{0.25}^{0.9} \frac{5}{6} \, d\alpha + \int_{0.9}^1 0 \, d\alpha = 0.79 > 0.5,
\]
which means that the crime risk is high. The estimated risk of this possible crime can be interpreted as the shadow area depicted in Fig. 3.

![Figure 3: Geometric Interpretation of Risk(10^2)](image)

**2.3 Discussion**

As indicated previously, risk assessment has a wide range of practical applications [2, 3, 8, 17, 23, 24]. In particular, it has a major implication in the area of serious crime modelling and analysis. For example, in developing intelligent systems for intelligence data monitoring [1, 21], an important trade-off needs to be considered: On the one hand, it is essential not to miss out any potentially significant scenarios that may later explain the observed evidence; on the other hand, too many unsorted and particularly, spurious scenarios may confuse human analysts. Thus, it is desirable to filter the created scenario space with respect to certain quality measures of the generated scenario descriptions. Risk estimation provides a useful means for the development of appropriate risk management and loss mitigation strategies. In particular, preferences over different hypothetical scenarios can be determined on the basis of the estimated risk levels for individual scenarios. For instance, given a plausible terrorist scenario with an estimated large risk value, prioritised actions
to prevent its occurrence must be taken.

When faced with a possible serious crime event, effective and efficient decision-making commonly requires consideration of a variety of hypotheses that may have led to certain observed evidence [6]. The utilisation of scenario descriptions, which may each individually explain a particular type of evidence, has received significant attention recently. However, such work typically considers the uncertainty involved in the description of both the evidence and the hypothesis using just random variables. Yet, working with human intelligence analysts, it is clear that much of this information is only available in vaguely described terms. Thus, in addition to the need for probabilistic representation and inference, there is also a need for the variables and their influences to be expressed in fuzzy forms. The present research addresses such a combined need in describing fuzzy random events.

Importantly, any extension to the existing (probabilistic) techniques should ensure that when events are crisply described, the extended representation and its associated inference mechanism must be consistent with the conventional approach. The risk assessment method introduced here satisfies this constraint, as verified previously.

2.4 Comparison with Possibilistic Risk

Possibilistic risk [4] is the most relevant existing work that extends probabilistic risk to address uncertainty. This subsection empirically compares the present research with the possibilistic approach.

Following possibility theory, possibilistic risk is computed by [4]:

$$\text{Possibilistic Risk} = \text{Attack} \times \text{Success} \times \text{Consequence},$$

where all three factors: Attack, Success, and Consequence, are generally characterised as discrete fuzzy sets. For instance, they may be defined on the following three domains respectively: \( \{0, 10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 1, 10\} \) where each element has the dimension of number of times per year; \( \{0, 10^{-3}, 10^{-2}, 10^{-1}, 1\} \) where each element is dimensionless; and \( \{1, 10^1, 10^2, 10^3, 10^4, 10^5, 10^6, 10^7, 10^8, 10^9, 10^{10}, 10^{11}, 10^{12}\} \) where each element has the dimension of US dollars.

Defined upon such discrete fuzzy sets, Possibilistic Risk is also a discrete fuzzy set, whose membership function can be calculated through the use of the extension principle [25] such that

$$\mu_{\text{Possibilistic Risk}}(r) = \max_{x,y,z} \mu_{\text{Attack}}(x) \land \mu_{\text{Success}}(y) \land \mu_{\text{Consequence}}(z).$$

If the factor Attack is ignored (or assumed to be true) in (6), then the Possibilistic Risk defined in (6) is very similar to the loss as given in Definition 1. The difference is that Success is characterised by fuzziness alone in (6) while it is fundamentally represented by randomness in this paper. The
The present approach is based on the observation that the chance of Success (in terms of probability) of a serious crime event occurring may be estimated by conventional statistical means. For example, consider the following timeline of bomb attacks which occurred in India from 2003 to 2007:

<table>
<thead>
<tr>
<th>Attack</th>
<th>Date</th>
<th>Location</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bombing</td>
<td>August 26, 2007</td>
<td>Hyderabad, Andhra Pradesh</td>
<td>Success</td>
</tr>
<tr>
<td>Bombing</td>
<td>May 18, 2007</td>
<td>Mosque in Hyderabad, Andhra Pradesh</td>
<td>Success</td>
</tr>
<tr>
<td>Train bombing</td>
<td>February 19, 2007</td>
<td>Train from New Delhi to Pakistan</td>
<td>Success</td>
</tr>
<tr>
<td>Bombing</td>
<td>September 8, 2006</td>
<td>Mosque in the Southwest of India</td>
<td>Success</td>
</tr>
<tr>
<td>Train bombing</td>
<td>July 11, 2006</td>
<td>Bombay</td>
<td>Success</td>
</tr>
<tr>
<td>Bombing</td>
<td>March 7, 2006</td>
<td>Varanasi, Uttar Pradesh</td>
<td>Success</td>
</tr>
<tr>
<td>Bombing</td>
<td>October 29, 2005</td>
<td>New Delhi</td>
<td>Success</td>
</tr>
<tr>
<td>Bombing</td>
<td>August 15, 2004</td>
<td>Assam</td>
<td>Success</td>
</tr>
<tr>
<td>Bombing</td>
<td>August 15, 2004</td>
<td>Assam</td>
<td>Success</td>
</tr>
<tr>
<td>Bombing</td>
<td>January 26, 2004</td>
<td>Reported by police station in New Delhi</td>
<td>Failure</td>
</tr>
<tr>
<td>Bombing</td>
<td>January, 2004</td>
<td>Reported by police station in New Delhi</td>
<td>Failure</td>
</tr>
<tr>
<td>Train bombing</td>
<td>May 13, 2003</td>
<td>Bombay</td>
<td>Success</td>
</tr>
</tbody>
</table>

From this table, it follows that

\[
\text{Total number of bomb attacks} = 12, \\
\text{Number of successful attacks} = 10, \\
\text{Number of failed attacks} = 2.
\]

Hence, the probability \( p \) of Success of a bomb attack in India can be estimated by the frequency:

\[
\hat{p} = \frac{\text{Number of success}}{\text{Total number of bomb attacks}} = \frac{5}{6}.
\]

Importantly, the expectation for Possibilistic Risk in [4] is defined as an interval

\[
[E_s[\text{Possibilistic Risk}], E^*[\text{Possibilistic Risk}]],
\]

where

\[
E_s[X] = \sum x_i [\text{Pos}\{ X \leq x_i \} - \text{Pos}\{ X \leq x_{i-1} \}],
\]

\[
E^*[X] = \sum x_i [\text{Pos}\{ X > x_{i-1} \} - \text{Pos}\{ X > x_i \}]
\]

with \( x_{i-1} < x_i \). However, the expected loss computed using Definition 2 of this paper is a crisp number. It is obviously much more convenient to rank different terrorist scenarios [21] by crisp risk values than by interval-valued ones.
Example 4 To further contrast the proposed approach with the work on possibilistic risk, consider Examples 1 and 2 again.

Recall that in Example 1, the loss caused by the terrorist attack is computed by

\[ \xi(\omega) = \begin{cases} \eta_s, & \text{with probability } 5/6 \\ \eta_f, & \text{with probability } 1/6, \end{cases} \]

(8)

where \( \eta_s \) and \( \eta_f \) are the costs caused by a successful or failed bomb attack, respectively (see Tables 1 and 2). In addressing the same problem using the possibilistic approach for risk assessment, the notion of “with probability 5/6” is characterised as a fuzzy set “about 5/6”. Denote it by “Success” for shorthand. Without loss of generality in illustration, suppose that the membership function of “Success” is represented by the fuzzy set given in Table 5. Thus, the Consequence term of (6) can be reasonably assumed to be \( \eta_s \) given that a certain attack has, or will have, been carried out (i.e. the term of Attack in (6) is of a full membership value for its underlying element that represents truth).

From this, it follows that the possibilistic risk defined in (6) is a fuzzy set whose membership function can be calculated as shown in Table 6. Obviously, the main difference between the possibilistic risk and the loss defined in the paper is that the former is a fuzzy set while the latter is a fuzzy random variable.

<table>
<thead>
<tr>
<th>( r_i )</th>
<th>( 0 )</th>
<th>( 7.5 \times 10^2 \times 0.75 )</th>
<th>( 10^4 \times 0.75 )</th>
<th>( 10^6 \times 0.75 )</th>
<th>( 10^8 \times 0.75 )</th>
<th>( 10^{10} \times 0.75 )</th>
<th>( 10^{12} \times 0.75 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_{\text{possibilistic Risk}}(r_i) )</td>
<td>0.2</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>( r_i )</td>
<td>( 0 )</td>
<td>( 8 )</td>
<td>( 10^2 \times 0.8 )</td>
<td>( 10^4 \times 0.8 )</td>
<td>( 10^6 \times 0.8 )</td>
<td>( 10^8 \times 0.8 )</td>
<td>( 10^{10} \times 0.8 )</td>
</tr>
<tr>
<td>( \mu_{\text{possibilistic Risk}}(r_i) )</td>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td>1</td>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td>( r_i )</td>
<td>( 0 )</td>
<td>( 8.5 )</td>
<td>( 10^2 \times 0.85 )</td>
<td>( 10^4 \times 0.85 )</td>
<td>( 10^6 \times 0.85 )</td>
<td>( 10^8 \times 0.85 )</td>
<td>( 10^{10} \times 0.85 )</td>
</tr>
<tr>
<td>( \mu_{\text{possibilistic Risk}}(r_i) )</td>
<td>0.2</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Note that the expected value of the possibilistic risk is the following interval:

\[ [E_*[\text{Possibilistic Risk}], E^*[\text{Possibilistic Risk}]] = [161646.5, 341666160000]. \]

In order to obtain a single value in assessing the risk (which may be better understood than an interval by the user [21]), a simple way is to calculate the arithmetic average of \( E_*[\text{Possibilistic Risk}] \) and
\[ E^*[\text{Possibilistic\_Risk}] = 1/2 \left( E^*[\text{Possibilistic\_Risk}] + E^*[\text{Possibilistic\_Risk}] \right) = 170833160823. \]

This is an interesting figure which will be further discussed in the next section, where a method of estimation of average loss is introduced.

## 3 Average Loss Estimation

Estimation of average loss for serious crime is a very difficult task. This section tackles a particular type of average loss estimation, which is of practical significance in dealing with serious crime under certain conditions.

Let \( T_i \) denote the interarrival time between the \((i - 1)\)th and \(i\)th potential criminal activities, \( i = 1, 2, \ldots \), respectively. Suppose that \( T_i \) are independent and identically distributed (iid) exponentially distributed random variables with parameter \( \lambda > 0 \), i.e. \( T_i, i = 1, 2, \ldots \), have a common probability density function
\[
f(x_i; \lambda) = \begin{cases} 
\lambda e^{-\lambda x_i}, & x_i \geq 0 \\
0, & x_i < 0, 
\end{cases}
\]
with the expected value
\[ E[T_i] = \frac{1}{\lambda}. \]

Let \( S_0 = 0 \) and
\[ S_n = T_1 + T_2 + \cdots + T_n, \quad \forall n \geq 1. \]

Thus, \( S_n \) denotes the time of the \( n \)th crime event (or criminal activity). The number of possible crime events up to time \( t \) is denoted by
\[ N(t) = \max \{ n \mid 0 < S_n \leq t \}. \]

Note that \( \{N(t), t \geq 0\} \) is a Poisson process with parameter \( \lambda \) [20]. As such, for any nonnegative integer \( n \),
\[ \Pr\{N(t + s) - N(s) = n\} = e^{-\lambda t} \frac{(\lambda t)^n}{n!}. \]

In particular,
\[ E[N(t)] = \lambda t. \]

Let \( \xi_i \) denote the loss caused by the \( i \)th potential criminal activity. Suppose that \( \{\xi_i, i \geq 1\} \) is a sequence of iid nonnegative fuzzy random variables [7, 12], independent of \( \{T_i, i \geq 1\} \). Then, the aggregated loss up to time \( t \) is
\[ C(t) = \sum_{i=1}^{N(t)} \xi_i. \]
It can be proven (by following the work of [9], [27] and [26]) that
\[ E[C(t)] = E\left[\sum_{i=1}^{N(t)} \xi_i\right] \\
= E[N(t)] \cdot E[\xi_1] \\
= \lambda t \cdot E[\xi_1]. \tag{12} \]

Obviously, \( \lim_{t \to \infty} E[C(t)] = +\infty \) provided that \( E[\xi_1] > 0 \). Note that
\[ \lim_{t \to \infty} \frac{E[C(t)]}{t} = \lim_{t \to \infty} \frac{\lambda t \cdot E[\xi_1]}{t} = \lambda \cdot E[\xi_1] = \frac{E[\xi_1]}{E[T_1]}, \tag{13} \]

This states that the average loss per unit of time is just the expected loss caused by the first criminal activity, divided by the expected interarrival time for the first event to take place.

**Remark 4** If fuzzy random variables \( \xi_i \) degenerate to random variables, then the result in (13) degenerates to the form
\[ \lim_{t \to \infty} \frac{E[C(t)]}{t} = \frac{E[\xi_1]}{E[T_1]}, \]

which is just the conventional result in the stochastic case [20].

**Example 5** Consider the modelling and analysis of a sequence of compact saloon car bomb attacks. The interarrival times between the \((i-1)\)th and \(i\)th attack \( T_i \) may be represented by iid positive random variables with the following exponential density function
\[ f(x_i; \lambda) = \begin{cases} 
\lambda e^{-\lambda x_i}, & x_i \geq 0 \\
0, & x_i < 0,
\end{cases} \]

where \( \lambda = 0.0001 \). The average period between two occurrences of bomb attacks is \( E[T_i] = 1/\lambda = 10000 \) (day). Suppose that the losses \( \xi_i (i = 1, 2, \ldots) \) caused by the corresponding \( i \) terrorist attacks are iid fuzzy random variables, and that they have a common form as with \( \xi \) defined in (2). Given these conditions, \( E[\xi_i] = 168350084344.25 \) (in British Pound Sterling), \( i = 1, 2, \ldots \). That is, the average loss caused by each saloon bomb attack is \( £168350084344.25 \).

Note that this figure is close to the arithmetic average of the lower and upper bounds of the expected interval of the possibilistic risk. As calculated in Example 4 of Section 2.4, the latter is: \( £170833160823 \). This shows that the present estimation method produces a single-valued outcome that is compatible to the expected risk value which is obtainable using the possibilistic approach, although the latter is an interval of a rather wide width.

Continuing the current example, let \( N(t) \) denote the total number of terrorist attacks that have occurred up to time \( t \). Then, \( C(t) = \sum_{i=1}^{N(t)} \xi_i \) represents the total amount of losses accumulated up to time \( t \). It follows from (13) that the average loss per unit of time can be calculated as
\[ \lim_{t \to \infty} \frac{E[C(t)]}{t} = \frac{E[\xi_1]}{E[T_1]} = \lambda E[\xi_1] = 16835008.43. \]
In other words, the loss caused by the terrorist attacks increases at the rate of £16835008.43 per day.

As stated previously, estimation of average loss for a serious crime event is a very challenging task. This is particularly true when considering possible terrorist attacks, as little historical data is available to model the events precisely and accurately. Yet, an approximate estimate of the aforementioned form offers additional insight into a hypothesised scenario which can help experienced human analysts to refine any competing demands for potential resource deployment.

4 Conclusion

This paper has presented a novel technique to evaluate the potential risk of possible serious crime events under fuzzy random circumstances. The technique uses the fuzzy random theory to represent the uncertainty that pervades the domain of such events. In particular, the risk is defined as the mean chance that loss reaches a given confidence level. The average loss per unit of time is also considered in the paper.

This work has produced encouraging results, but further developments will help to enhance its potential and applicability. For instance, an important issue is to generalise the proposed approach to address risk estimation problems in other areas of serious crime (e.g. series rape or drug trafficking). Also, it would be very interesting to create a more robust interpretation of risk levels. That is, instead of using hard thresholds in defining the levels, a better approach might be to introduce soft boundaries between such levels. This will allow for more user-friendly explanation of the resultant risk estimates. Finally, risk of a possible crime may be estimated over different types of loss (e.g. range of geometric destruction and number of casualties). Estimates obtained using different criteria (e.g. reliability and urgency) may be integrated to assess an overall situation risk. Such measures may then be utilised as flexible constraints [16] to be imposed, say, over an automated emergency planning process for efficient resource deployment.
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